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Overview

• AGN analysis is much the same as for other 
source types, but some tasks more relevant, 
so certain “problems” more common

• Light curve calculation - tutorial / problems

• Variability testing - 1FGL and 2FGL methods

• Absolute “goodness-of-fit” measure in spectral 
modeling

• Flux / Index correlations
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Light curve tutorial

• Choices of light curve
- Regular binning with likelihood analysis
- Adaptive binned with likelihood analysis
- Aperture photometry
- Bayesian blocks (constant rate segments)
- Others?

• Choice depends on your needs

• Flux vs Flux/Index light curves
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Regular flux LC w/Likelihood

1. Perform a standard likelihood analysis of the 
full time period - denote “DC analysis”

• Identify sources in the ROI

• Measure spectra over the full time range

• Get best-fit “DC XML model”
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Regular flux LC w/Likelihood
2. Determine what binning is reasonable

• Based on science goals and strength of 
source of interest

• Number of bins should not be much larger 
than TSDC/25

• Consider how the presence of upper limits 
will affect your analysis

• Avoid periods which are close to being 
integer fractions of the orbital precessional 
period of 53.7day.
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Regular flux LC w/Likelihood

3. Prepare an ROI model for the time bins

• Freeze spectral shapes of all background 
sources (PL index, alpha, beta...)

• Freeze all parameters of weak background 
sources - these will cause convergence 
problems. TSDC/Nbin<4 or 9

• For flux-only LC, freeze spectral shape of 
source of interest. Smaller flux errors and 
better sensitivity to variability.
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Regular flux LC w/Likelihood
4. Decide on criteria for upper limits (2FGL?)

• TSi<10 or ΔFi/Fi>0.5 (or Npredi<3)

• 95% Bayesian UL when TSi<1. 

• 95% Profile method otherwise 
[ delta = chi2inv(2*(0.95-0.5))/2 = 2.71/2 ]

5. Divide data into bins (gtselect)
6. Run likelihood analysis on each
7. Check each analysis for problems (see later)
8. Compute upper limits where necessary 7



Example from 2FGL
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Error-matrix problems in LCs

• A relatively common problem in calculation of 
LC points is that the minimizer may not 
calculate the error matrix properly

• Usually the minimizer will converge, and the 
model parameters will be OK...

• But the errors can be VERY wrong

• Hence a χ2 fit to a constant can be wrong

• This seems to be related to parameters that are 
not properly constrained (and hence hit limits).
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Right point has smaller 
error bar than others at 
same flux level.

Left point has error bar 
so small it is not 
visible. Potential 
disaster for variability 
test! Aleksić et al.

Sample LAT LC from 
http://arxiv.org/abs/1101.2764
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http://arxiv.org/find/astro-ph/1/au:+Aleksic_J/0/1/0/all/0/1
http://arxiv.org/find/astro-ph/1/au:+Aleksic_J/0/1/0/all/0/1
https://confluence.slac.stanford.edu/x/I4o5Ag
https://confluence.slac.stanford.edu/x/I4o5Ag


D. Horan

Sample flux/index LC
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Automated test?
• Need some automatic way to find points 

whose errors are “too small”

• Doug told us that minimum error (variance) is 
given by Cramér–Rao bound. But that is not 
calculated in ST

• Recognize that if source model has 
converged and predicts Npred counts, then 
ratio of flux error to flux (σF/F) should not be 
better than that of Poisson counts underlying 
measurement: sqrt(Npred)/Npred
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Simple test to find such points

Plot of flux/flux-error to npred/sqrt(npred) and 
find outliers. These should be investigated.

D. Horan 13
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>>> from math import *
>>> import BinnedAnalysis
>>> obs=...
>>> like=...
>>> like.fit()
>>> src='VER0521'
>>> flux=like.normPar(src).getValue()
>>> error=like.normPar(src).error()
>>> npred=like.NpredValue(src)
>>> print error/flux, sqrt(npred)/npred
0.0281931953422 0.421340108935
>>> print like.optObject.getRetCode()
102 Anything other than zero indicates problems



Check MINUIT status
 ERR MATRIX NOT POS-DEF
Minuit fit quality: 2   estimated distance: ...

gtlike with chatter=3

obs = BinnedObs(...)
like = BinnedAnalysis(obs,’model.xml’,’MINUIT’)
minuit_obj = pyLike.Minuit(like.logLike)
like.fit(covar=True,optObject=minuit_obj)
distance_from_minimum=minuit_obj.getDistance()
qual = minuit_obj.getQuality()

pyLikelihood

0:	

 Error matrix not calculated at all
1: 	

Diagonal approximation only, not accurate
2: 	

Full matrix, but forced positive-definite (i.e. not accurate)
3: 	

Full accurate covariance matrix (After MIGRAD, this is the indication 

of normal convergence.)
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Conjunctions with the Sun

P. Fortin

Conjunctions with 
the Sun can lead 
to contamination of 
the LC by gamma 
rays from the Sun.

In 2FGL we flag all 
periods when the 
sun-to-source 
separation is less 
than 2.5deg.

• Always check the ecliptic coordinates of the source
• For sources with low ecliptic latitude remove time 

periods where the source-to-Sun separation is small 16



Recommendations for LC

• Follow the strategy of 1FGL / 2FGL

• Freeze spectral shape parameters (PL index, 
alpha/beta, Ebreak etc...)

• Freeze very weak background sources that 
have very low TS values

• Set threshold on TS, ΔF/F (and Npred?) and 
calculate upper limits for weaker sources

• Look for suspicious points! Check MINUIT 
status.
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Variability testing
• If you claim variability (or lack of it) then a 

quantitate test is a good idea.

• Different variability tests are available and may 
be useful in certain circumstances
- 1FGL chi-squared test for a constant flux
- 2FGL likelihood test for a constant flux
- Bayesian blocks test for Poisson process

• 2FGL method is more sensitive than 1FGL (but 
more complex to compute)
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1FGL variability index
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Figure 6. Light curve of Vela (1FGL J0835.3−4510) for the 11 month interval
analyzed for the 1FGL catalog. The fluxes are integrated from 100 MeV to
100 GeV using single power-law fits and the error bars indicate the 1σ statistical
errors. The gray band shows the time-averaged flux with the conservative 3%
systematic error that we have adopted for evaluating the variability index. Vela
is not seen to be variable even at the level of the statistical uncertainty. The
spectrum of Vela is not well described by a power law and the fluxes shown
here overestimate the true flux, but the overestimate does not depend on time.
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Figure 7. Light curve of 3C 454.3 (1FGL J2253.9+1608), which exhibits
extreme variability. The gray band is the same 3% systematic uncertainty that
we have adopted for evaluating the variability index. The triangles on the left
and right (near 0.5 on the scale) indicate the value of the weighted average flux
Fwt that minimizes V in Equation (4). Owing to the systematic uncertainty term,
for bright, highly variable sources Fwt can differ from the time-averaged flux
(which we derive from a power-law fit to the integrated data set).

The typical fractional variability is 50%, with only a few strongly
variable sources beyond δF/F = 1. This is qualitatively similar
to what was reported in Figure 8 of Abdo et al. (2009m). The
criterion we use is not sensitive to relative variations smaller than
60% at TS = 100. That limit goes down to 20% as TS increases
to 1000. We are certainly missing many variable AGNs below
TS = 100 and up to TS = 1000. There is no indication that
fainter sources are less variable than brighter ones; we simply
cannot measure their variability.

Figure 8. Variability index plotted as a function of curvature index (Section 4.4).
The horizontal dashed line shows where we set the variable source limit, at
V > 23.21. The vertical dashed line shows where the spectra start deviating
from a power law, at C > 11.34. The plus sign standing out near (200, 100)
as very significantly curved and variable is the source associated with LS I +61
303 (Abdo et al. 2009j).

Both the curvature index and the variability index highlight
certain types of sources. This is best illustrated in Figure 8 in
which one is plotted against the other for the main types of
identified or associated sources (from the association procedure
described in Section 6). One can clearly separate the pulsar
branch at large curvature and small variability from the blazar
branch at large variability and smaller curvature.

4.6. Limitations and Systematic Uncertainties

In this work we did not test for or account for source
extension. All sources are assumed to be point-like. This
is true for the major source populations in the GeV range
(blazars, pulsars). On the other hand, the TeV instruments have
detected many extended sources in the Galactic plane, mostly
pulsar wind nebulae (PWNs) and supernova remnants (SNRs),
(e.g., Aharonian et al. 2005) and the LAT has already started
detecting extended sources (e.g., Abdo et al. 2009i). Because
measuring extension over a PSF which varies so much with
energy is delicate, we are not yet ready to address this matter
systematically across all the sources in a large catalog such as
this.

We have addressed the issue of systematics for localization in
Section 4.2. Another related limitation is that of source confu-
sion. This is of course strong in the inner Galaxy (Section 4.7)
but it is also a significant issue elsewhere. The average distance
between sources outside the Galactic plane is 3◦ in 1FGL, to
be compared with a per photon containment radius r68 = 0.◦8
at 1 GeV where the sensitivity is best. The ratio between both
numbers is not large enough that confusion can be neglected.
The simplest way to quantify this is to look at the distribu-
tion of distances between each source and its nearest neighbor
(Dn) in the area of the sky where the source density is approx-
imately uniform, i.e., outside the Galactic plane. This is shown
in Figure 9. The source concentration in the Galactic plane is
very narrow (less than 1◦) but we need to make sure that those
sources do not get chosen as nearest neighbors so we select
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Figure 5. Spectrum of the bright blazar 3C 454.3 (1FGL J2253.9+1608).

expect 15 false positives). The curvature index is by no means
an estimate of curvature itself, just a statistical indicator. A
faint source with a strongly curved spectrum can have the same
curvature index as a bright source with a slightly curved spec-
trum. Since the relative uncertainties on the fluxes in each band
are quite different and depend on the spectral index itself, it is
difficult to build a curvature indicator similar to the fractional
variability for the light curves. The curvature index is also not
exclusively an indicator of curvature. Any kind of deviation from
the best-fit power law can trigger that index, although curvature
is by far the most common.

4.5. Variability

Variability is very common at γ -ray energies (particularly
among accreting sources) and it is useful to estimate it. To that
end we derive a variability index for each source by splitting the
LAT data into a number of time intervals and deriving a flux for
each source in each interval, using the same energy range as in
Section 4.3 (100 MeV to 100 GeV). We split the full 11 month
interval into Nint = 11 intervals of about 1 month each (2624 ks
or 30.37 days). This is much more than the week used in the BSL,
in order to preserve some statistical precision for the majority
of faint sources we are dealing with here. It is also far enough
from half the precession period of the orbit (≈0.5 × 53.4 =
26.7 days) that we do not expect possible systematic effects as
a function of off-axis angle to be coherent with those intervals.

To avoid ending up with too large error bars in relatively short
time intervals, we froze the spectral index of each source to the
best fit over the full interval. Sources do vary in spectral shape
as well as in flux, of course, but we do not aim at characterizing
source variability here, just detecting it. It is very unlikely that
a true variability in shape will be such that it will not show up
in flux at all. In addition, little spectral variability was found
in bright AGN where it would be detectable if present (Abdo
et al. 2010n). Because we do not expect the diffuse emission to
vary, we freeze the spectral adjustment of the Galactic diffuse
component to the local (in the same RoI) best-fit index from the
full interval. So the fitting procedure is the same as in Section 4.4
with all spectral shape parameters frozen.

The variability index is defined as a simple χ2 criterion:

wi = 1
σ 2

i + (frelFi)2
(2)

Fwt =
∑

i wiFi∑
i wi

(3)

V =
∑

i

wi(Fi − Fwt)2, (4)

where i runs over the 11 intervals and σi is the statistical
uncertainty in Fi. As for the BSL we have added in quadrature
a fraction frel = 3% of the flux for each interval Fi to the
statistical error estimates σi (for each 1 month time interval)
used to compute the variability index.76 Since the weighted
average flux Fwt is not known a priori, V is expected, in the
absence of variability, to follow a χ2 distribution with 10 (=
Nint− 1) degrees of freedom. At the 99% confidence level,
the light curve is significantly different from a flat one if
V > 23.21. That condition is met by 241 sources (at 99%
confidence, we expect 15 false positives). For those sources we
provide directly in the FITS version of the table the maximum
monthly flux (Peak_Flux) and its uncertainty, as well as the time
when it occurred (Time_Peak); see Table 11 for the column
specifications.

As in Section 4.4 it often happens that a source is not
significant in all intervals. To preserve the variability index
(Equation (4)) we keep the best-fit value and its estimated error
even when the source is not significant. This does not work,
however, when the best fit is close to zero because in that case
the log(likelihood) as a function of flux is very asymmetric.
Whenever TS < 10 or the nominal flux uncertainty is larger
than half the flux itself we compute the 2σ upper limit and
replace the error estimate for that interval (σi) with half the
difference between that upper limit and the best fit. This is
an estimate of the error on the positive side only. Because the
parabolic extrapolation often exceeds the log(likelihood) profile
at 2σ this is more conservative than computing the 1σ upper
limit directly. The best fit itself is retained. Note that this error
estimate can be a large overestimate of the error on the negative
side, particularly in the deep Poisson regime at high energy. This
explains why σi/Fi can be as high as 1 even when TS is 4 or
so in that interval. As in Section 4.4 we switch to the Bayesian
method whenever TS < 1.

Examples of light curves are given in Figures 6 and 7 for a
bright constant source (the Vela pulsar) and a bright variable
source (the blazar 3C 454.3). With the 3% systematic relative
uncertainty no pulsar is found to be variable. The very brightest
pulsars (Vela and Geminga) appear to have observed variability
below 3%, so this may be overly conservative. It is not a critical
parameter though, as it affects only the very brightest sources.

The fractional variability of the sources is defined from
the excess variance on top of the statistical and systematic
fluctuations:

δF/F =

√∑
i(Fi − Fav)2

(Nint − 1)F 2
av

−
∑

i σ
2
i

NintF 2
av

− f 2
rel. (5)

76 In the FITS version of the 1FGL catalog, the Flux_History and

Unc_Flux_History columns contain Fi and
√

σ 2
i + (frelFi )2, respectively;

see Table 11.

χ2 criterion based on best-
fit fluxes and flux errors in 
LC.

No variability:  V ~ χ2(N-1)
Prescription to include 
upper limits and 
systematic errors in 
exposure. 19
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Figure 6. Light curve of Vela (1FGL J0835.3−4510) for the 11 month interval
analyzed for the 1FGL catalog. The fluxes are integrated from 100 MeV to
100 GeV using single power-law fits and the error bars indicate the 1σ statistical
errors. The gray band shows the time-averaged flux with the conservative 3%
systematic error that we have adopted for evaluating the variability index. Vela
is not seen to be variable even at the level of the statistical uncertainty. The
spectrum of Vela is not well described by a power law and the fluxes shown
here overestimate the true flux, but the overestimate does not depend on time.
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Figure 7. Light curve of 3C 454.3 (1FGL J2253.9+1608), which exhibits
extreme variability. The gray band is the same 3% systematic uncertainty that
we have adopted for evaluating the variability index. The triangles on the left
and right (near 0.5 on the scale) indicate the value of the weighted average flux
Fwt that minimizes V in Equation (4). Owing to the systematic uncertainty term,
for bright, highly variable sources Fwt can differ from the time-averaged flux
(which we derive from a power-law fit to the integrated data set).

The typical fractional variability is 50%, with only a few strongly
variable sources beyond δF/F = 1. This is qualitatively similar
to what was reported in Figure 8 of Abdo et al. (2009m). The
criterion we use is not sensitive to relative variations smaller than
60% at TS = 100. That limit goes down to 20% as TS increases
to 1000. We are certainly missing many variable AGNs below
TS = 100 and up to TS = 1000. There is no indication that
fainter sources are less variable than brighter ones; we simply
cannot measure their variability.

Figure 8. Variability index plotted as a function of curvature index (Section 4.4).
The horizontal dashed line shows where we set the variable source limit, at
V > 23.21. The vertical dashed line shows where the spectra start deviating
from a power law, at C > 11.34. The plus sign standing out near (200, 100)
as very significantly curved and variable is the source associated with LS I +61
303 (Abdo et al. 2009j).

Both the curvature index and the variability index highlight
certain types of sources. This is best illustrated in Figure 8 in
which one is plotted against the other for the main types of
identified or associated sources (from the association procedure
described in Section 6). One can clearly separate the pulsar
branch at large curvature and small variability from the blazar
branch at large variability and smaller curvature.

4.6. Limitations and Systematic Uncertainties

In this work we did not test for or account for source
extension. All sources are assumed to be point-like. This
is true for the major source populations in the GeV range
(blazars, pulsars). On the other hand, the TeV instruments have
detected many extended sources in the Galactic plane, mostly
pulsar wind nebulae (PWNs) and supernova remnants (SNRs),
(e.g., Aharonian et al. 2005) and the LAT has already started
detecting extended sources (e.g., Abdo et al. 2009i). Because
measuring extension over a PSF which varies so much with
energy is delicate, we are not yet ready to address this matter
systematically across all the sources in a large catalog such as
this.

We have addressed the issue of systematics for localization in
Section 4.2. Another related limitation is that of source confu-
sion. This is of course strong in the inner Galaxy (Section 4.7)
but it is also a significant issue elsewhere. The average distance
between sources outside the Galactic plane is 3◦ in 1FGL, to
be compared with a per photon containment radius r68 = 0.◦8
at 1 GeV where the sensitivity is best. The ratio between both
numbers is not large enough that confusion can be neglected.
The simplest way to quantify this is to look at the distribu-
tion of distances between each source and its nearest neighbor
(Dn) in the area of the sky where the source density is approx-
imately uniform, i.e., outside the Galactic plane. This is shown
in Figure 9. The source concentration in the Galactic plane is
very narrow (less than 1◦) but we need to make sure that those
sources do not get chosen as nearest neighbors so we select
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Figure 5. Spectrum of the bright blazar 3C 454.3 (1FGL J2253.9+1608).

expect 15 false positives). The curvature index is by no means
an estimate of curvature itself, just a statistical indicator. A
faint source with a strongly curved spectrum can have the same
curvature index as a bright source with a slightly curved spec-
trum. Since the relative uncertainties on the fluxes in each band
are quite different and depend on the spectral index itself, it is
difficult to build a curvature indicator similar to the fractional
variability for the light curves. The curvature index is also not
exclusively an indicator of curvature. Any kind of deviation from
the best-fit power law can trigger that index, although curvature
is by far the most common.

4.5. Variability

Variability is very common at γ -ray energies (particularly
among accreting sources) and it is useful to estimate it. To that
end we derive a variability index for each source by splitting the
LAT data into a number of time intervals and deriving a flux for
each source in each interval, using the same energy range as in
Section 4.3 (100 MeV to 100 GeV). We split the full 11 month
interval into Nint = 11 intervals of about 1 month each (2624 ks
or 30.37 days). This is much more than the week used in the BSL,
in order to preserve some statistical precision for the majority
of faint sources we are dealing with here. It is also far enough
from half the precession period of the orbit (≈0.5 × 53.4 =
26.7 days) that we do not expect possible systematic effects as
a function of off-axis angle to be coherent with those intervals.

To avoid ending up with too large error bars in relatively short
time intervals, we froze the spectral index of each source to the
best fit over the full interval. Sources do vary in spectral shape
as well as in flux, of course, but we do not aim at characterizing
source variability here, just detecting it. It is very unlikely that
a true variability in shape will be such that it will not show up
in flux at all. In addition, little spectral variability was found
in bright AGN where it would be detectable if present (Abdo
et al. 2010n). Because we do not expect the diffuse emission to
vary, we freeze the spectral adjustment of the Galactic diffuse
component to the local (in the same RoI) best-fit index from the
full interval. So the fitting procedure is the same as in Section 4.4
with all spectral shape parameters frozen.

The variability index is defined as a simple χ2 criterion:

wi = 1
σ 2

i + (frelFi)2
(2)

Fwt =
∑

i wiFi∑
i wi

(3)

V =
∑

i

wi(Fi − Fwt)2, (4)

where i runs over the 11 intervals and σi is the statistical
uncertainty in Fi. As for the BSL we have added in quadrature
a fraction frel = 3% of the flux for each interval Fi to the
statistical error estimates σi (for each 1 month time interval)
used to compute the variability index.76 Since the weighted
average flux Fwt is not known a priori, V is expected, in the
absence of variability, to follow a χ2 distribution with 10 (=
Nint− 1) degrees of freedom. At the 99% confidence level,
the light curve is significantly different from a flat one if
V > 23.21. That condition is met by 241 sources (at 99%
confidence, we expect 15 false positives). For those sources we
provide directly in the FITS version of the table the maximum
monthly flux (Peak_Flux) and its uncertainty, as well as the time
when it occurred (Time_Peak); see Table 11 for the column
specifications.

As in Section 4.4 it often happens that a source is not
significant in all intervals. To preserve the variability index
(Equation (4)) we keep the best-fit value and its estimated error
even when the source is not significant. This does not work,
however, when the best fit is close to zero because in that case
the log(likelihood) as a function of flux is very asymmetric.
Whenever TS < 10 or the nominal flux uncertainty is larger
than half the flux itself we compute the 2σ upper limit and
replace the error estimate for that interval (σi) with half the
difference between that upper limit and the best fit. This is
an estimate of the error on the positive side only. Because the
parabolic extrapolation often exceeds the log(likelihood) profile
at 2σ this is more conservative than computing the 1σ upper
limit directly. The best fit itself is retained. Note that this error
estimate can be a large overestimate of the error on the negative
side, particularly in the deep Poisson regime at high energy. This
explains why σi/Fi can be as high as 1 even when TS is 4 or
so in that interval. As in Section 4.4 we switch to the Bayesian
method whenever TS < 1.

Examples of light curves are given in Figures 6 and 7 for a
bright constant source (the Vela pulsar) and a bright variable
source (the blazar 3C 454.3). With the 3% systematic relative
uncertainty no pulsar is found to be variable. The very brightest
pulsars (Vela and Geminga) appear to have observed variability
below 3%, so this may be overly conservative. It is not a critical
parameter though, as it affects only the very brightest sources.

The fractional variability of the sources is defined from
the excess variance on top of the statistical and systematic
fluctuations:

δF/F =

√∑
i(Fi − Fav)2

(Nint − 1)F 2
av

−
∑

i σ
2
i

NintF 2
av

− f 2
rel. (5)

76 In the FITS version of the 1FGL catalog, the Flux_History and

Unc_Flux_History columns contain Fi and
√

σ 2
i + (frelFi )2, respectively;

see Table 11.

χ2 criterion based on best-
fit fluxes and flux errors in 
LC.

No variability:  V ~ χ2(N-1)
Prescription to include 
upper limits and 
systematic errors in 
exposure. 19



Problems with 1FGL method
The 1FGL method gives 
significantly smaller 
values than expected from 
χ2 statistics.

Method is therefore less 
sensitive to variable 
sources than desired.

In this method, likelihood 
is assumed Gaussian. But 
not true for weak fluxes.

In 2FGL variability index is 
based on actual 
likelihood.

J. Ballet

Variability 
threshold
TSvar = 41.6
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2FGL variability index

• The 2FGL variability index is based on a 
comparison of the log likelihood values for the 
time bins under two hypothesis:
0. Null hypothesis: the flux is constant in all 

time bins - FConst - found by ML over all bins
1. Alternate hypothesis: the source flux in each 

bin is different - Fi - found by ML in each bin

• Sum log likelihoods in each - logL(0) & logL(1)

• Wilks’ theorem: TSVAR = 2ΔlogL ~ χ2(N-1)
21



2FGL variability index

• How to find FConst? Minimized over all bins?

• Turns out that in many circumstance FConst is 
close to the value of the source flux from the DC 
analysis - FConst ≈ FDC

• This was assumed to be true in 2FGL

• This gives a simple recipe - compare the 
summed likelihood with the flux optimized in 
each bin to the summed likelihood with FDC

• Can improve on this - e.g. try FDC & FDC±xΔFDC
22



Recipe: 2FGL variability 

1. Analyze full time range - “DC analysis”
2. Determine binning
3. Prepare “DC model”
4. Optional: decide criteria for upper limits

• The 2FGL variability index works 
whether you calculate ULs or not

5. Divide data into bins

23



Recipe: 2FGL variability 

6. Run likelihood analyses on each bin
a. using DC model, but with the flux of the 

source of interest frozen at its DC value. 
Record total likelihood value - logL(0)i

b. Optional: repeat last step with flux frozen at 
values of say FDC±½ΔFDC & FDC±ΔFDC - in 
this case there are multiple test values of 
logL(0)i for the different fluxes tried.

c. as normal with source flux free - logL(1)i
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Recipe: 2FGL variability 
7. Check each analysis for problems
8. Optional: compute upper limits
9. Calculate the summed likelihood under the 

two hypotheses: logL(0) and logL(1)

• Optional: If multiple test values of logL(0)  

were calculated (step 6b) then the peak 
should be found by fitting a parabola to the 
three points around the highest

10.Calculate TSVAR
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Is 2FGL method better?
Better agreement with χ2 

distribution than 1FGL 
method. Values slightly 
larger than expected. But:

•Source variability 
present to some degree 
(AGN)

•Small systematic in 
exposure calculation

• In 2FGL FConst was not 
optimized explicitly

More sensitive than 1FGL 
method!

J. Ballet

Variability 
threshold
TSvar = 41.6
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Spectral issues
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Spectral model comparisons

• Changes in 2ΔlogL allows “nested” 
spectral models to be compared 
statistically
– Log parabola (LP) to power law (PL)
– Broken power law (BPL) to PL
– PL with exponential cutoff (ECO) to PL

• But be careful comparing non-nested 
models, e.g. trying to choose between 
BPL and LP
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L. Escande & B. Lott

Spectral model comparisons
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L. Escande & B. Lott

Wilks’ theorem can be used to 
conclude that all the models 
(BPL, LP, ECO) are preferred 
over the simple PL. However it 
is not correct to use the 
2ΔlogL values to say that ECO 
is preferred over BPL or LP.

Spectral model comparisons
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L. Escande & B. Lott

Spectral model comparisons
Absolute “goodness of fit” measure using 
flux in band values and chi-squared fit. 
•Calculate flux in band values
•Calculate BPL, LP, ECO model 

prediction for each band
•Compute Χ2 for each model
See 1FGL, 4C21.35, 3C454.3 papers
Can be done with Likelihood also in 
manner similar to variability test
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Optimization of BPL break 

One final thought on BPL models... optimization of 
break energy with ST minimizers does not work well. 
Better to calculate the Likelihood profile and find 
minimum and confidence interval manually (ΔlogL=0.5)

32



Flux/Index correlations

Crab 3-day bins Simulations of 3 sets of 
sources with constant spectra

In a PL fit the integral flux and spectral index 
are intrinsically (mathematically) related
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Flux/Index correlations

Beware of Harder/Weaker correlations

Single time bin.
Error contour from MINOS.
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“Decorrelation energy”

• The correlation can be eliminated if the 
integral flux is expressed above the “integral 
flux decorrelation energy”
(see http://tinyurl.com/LAT-decorrelation)

• Not to be confused with “Pivot energy” or 
“differential flux decorrelation energy” - E0

• Optimal integral window has low energy 
bound of:
ln(Elow) ≈ ln(E0) - 1/(γ-1)     [ see eq. 21 ]
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